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Conversational Question Answering (ConvQA)
Consider context

●  Sequential, multi-turn QA

● Incomplete follow-up questions

● Challenges:
○ Implicit context
○ Ad hoc formulations

Q1: What’s the 2022 LOTR TV series called?

A1: The Rings of Power (TROP)

Q2: TROP airing on?

A2: Netflix

Q3: Which actor plays Isildur in the series?

A3: Harry Sinclair
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Conversational Question Answering (ConvQA)
Consider diverse formulations

● Common solution: Data augmentation
Q1: What’s the 2022 LOTR TV series called?

A1: The Rings of Power (TROP)

Q2: TROP airing on?
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Q22: TROP available on which network?

Q21: Which streaming service showed 
TROP?

Q25: Where can I stream the LOTR TV 
series?

Q23: On which platform is the Rings of 
Power airing?

Q24: Rings of Power broadcasted where?



Conversational Question Answering (ConvQA)
Consider diverse formulations

● Common solution: Data augmentation

● Drawbacks with classical data 
augmentation: 

○ not model-specific
○ can be inefficient
○ challenging for ConvQA

Q1: What’s the 2022 LOTR TV series called?

A1: The Rings of Power (TROP)

Q2: TROP airing on?
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Q22: TROP available on which network?

Q21: Which streaming service showed 
TROP?

Q25: Where can I stream the LOTR TV 
series?

Q23: On which platform is the Rings of 
Power airing?

Q24: Rings of Power broadcasted where?



Conversational Question Answering (ConvQA)
Consider diverse formulations

● Common solution: Data augmentation

● Drawbacks with classical data 
augmentation: 

○ not model-specific
○ can be inefficient
○ challenging for ConvQA

Only select subset of 
reformulations most helpful for 
specific model

Q1: What’s the 2022 LOTR TV series called?

A1: The Rings of Power (TROP)

Q2: TROP airing on?
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Q22: TROP available on which network?

Q21: Which streaming service showed 
TROP?

Q25: Where can I stream the LOTR TV 
series?

Q23: On which platform is the Rings of 
Power airing?

Q24: Rings of Power broadcasted where?

Q22: TROP available on which network?

Q21: Which streaming service showed 
TROP?

Q25: Where can I stream the LOTR TV 
series?

Q23: On which platform is the Rings of 
Power airing?

Q24: Rings of Power broadcasted where?



Conversational Question Answering (ConvQA)
Consider diverse formulations

Goal: Train a more robust 
ConvQA model using a 
model-specific set of  
reformulations 

Q1: What’s the 2022 LOTR TV series called?

A1: The Rings of Power (TROP)

Q2: TROP airing on?
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Q1: What’s the 2022 LOTR TV series called?

A1: The Rings of Power (TROP)

Q2: TROP airing on?

A2: Amazon Prime Video

Q3: Which actor plays Isildur in the series?

A3: Harry Sinclair



Contributions

● Taxonomy of question reformulations for ConvQA over KGs based on 
string-edit distance

● RL model with Deep Q-Network to select helpful reformulations guided 
towards better QA performance

● About 335k question reformulations of test cases in two ConvQA 
benchmarks

● REIGN framework with reusable components to judiciously augment 
benchmark training tailored to specific ConvQA models

Towards robust training and evaluation of ConvQA models
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The REIGN pipeline
Start with (Q, A) pair from benchmark
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The REIGN pipeline

99

Reformulation taxonomy

Taxonomy of ConvQA 
Reformulation Categories



The REIGN pipeline
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The core: Reformulation Category Selector

Reformulation Category 
Selector (RCS) with 
reinforcement learning 
(Deep Q-Network)

Taxonomy of ConvQA 
Reformulation Categories



The REIGN pipeline
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The core: Reformulation Category Selector

Reformulation Category 
Selector (RCS) with 
reinforcement learning 
(Deep Q-Network)

Taxonomy of ConvQA 
Reformulation Categories



The REIGN pipeline
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Reformulation generator creates reformulations

Reformulation Category 
Selector (RCS) with 
reinforcement learning 
(Deep Q-Network)

Taxonomy of ConvQA 
Reformulation Categories



The REIGN pipeline
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Pass reformulations through ConvQA model …

Reformulation Category 
Selector (RCS) with 
reinforcement learning 
(Deep Q-Network)

Taxonomy of ConvQA 
Reformulation Categories



The REIGN pipeline
… to collect rewards …
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0.33
Reformulation Category 
Selector (RCS) with 
reinforcement learning 
(Deep Q-Network)

Taxonomy of ConvQA 
Reformulation Categories



The REIGN pipeline
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0.33

… to train the RCS 

Reformulation Category 
Selector (RCS) with 
reinforcement learning 
(Deep Q-Network)

Taxonomy of ConvQA 
Reformulation Categories



The REIGN pipeline
Repeat for all questions
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Components in REIGN
Two-step training
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Components in REIGN
Two-step training
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Augmented 
ConvQA 

training data



Large-scale Evaluation
Increasing robustness at inference time

• Small test sets not enough

• Reformulate questions with GPT-3.5-turbo
• 10x with conversation history
• 10x without conversation history

• 100k-200k questions in total
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Experimental Setup
REIGN coupled with ConvQA models
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• REIGN applied to two ConvQA models: CONQUER, EXPLAIGNN; 

• REIGN applied on two benchmarks: ConvQuestions, ConvMix

• Results on original testsets and 20x larger GPT-augmented testsets 
(indicated with GPT-ConvMix / GPT-ConvQuestions) 
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Results
Improves performance of underlying ConvQA model
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Models coupled 
with REIGN are 
able to answer 
more questions 
correctly
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New metric Robust: average of #answerable reformulations per original test question (0-21) 

Results
Improves robustness to different surface forms
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Models coupled with 
REIGN are able to 
answer more 
reformulations per 
question intent correctly
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REIGN: Wrap-up
Takeaways

• Improved ConvQA models by training with reformulations

• Reformulations generated at scale in systematic way by reformulation 
taxonomy 

• More robust and efficient training by selecting set of most helpful 
reformulations for underlying model

• Enlarged test set generated with LLM for model stress-testing
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reign.mpi-inf.mpg.de
Thank you!



Backup slides
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REIGN
Detailed results: Main results, domain-wise, turn-wise
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REIGN
Detailed results: Category predictions, design choices
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REIGN
Detailed results: GPT test sets, prompts
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REIGN
Detailed results: REIGN reformulations


